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An isoparametric spectral element technique is presented for solution of the two-dimen- 
sional Navier-Stokes equations in arbitrary (curvy) geometries. The spatial discretization is 
described, and the method is illustrated by solution of Poisson’s equation in a cyhndricai 
annulus. A fractional-step Navier-Stokes solver based on a discretely consistent Poisson 
equation for the pressure is then presented, and exponential convergence in space is 
demonstrated for the case of (separated) flow between eccentric rotating cylinders. The techni- 
que is made efficient by the use of explicit collocation (rather than Calerkin) operators for the 
convective terms, and use of static condensation to solve the elliptic equations resulting from 
the Stokes problem. The algorithm is amenable to a high degree of parallelism, in both multi- 
processor and vector-pipeline environments. c! 1986 Academkc Press. inc. 

INTRODUCTION 

There has recently been renewed interest in solution of partial differentia! 
equations by use of high-order (“p-type”) finite element methods. Such methods 
combine the geometric flexibility of standard low-order finite element (or finite 
volume) techniques [ 11, with the rapid convergence properties of spectral methods 
[Z]. Various p-type schemes for elliptic problems [j-5] have been proposed, all 
based on variational formulations and high-order elemental polynomial expansions, 

Application of p-type methods to more complex equations, in particular the 
passive scalar or Navier-Stokes equations, is complicated not only by the nature of 
the equations (e.g., hyperbolic contributions), but also by efficiency considerations 
as regards the solution procedure. We have recently proposed a p-type method for 
the Navier-Stokes equations, a “spectral” element method [S-7], in which these 
additional complications are addressed. The method differs slightly from standard 
Galerkin tinite element techniques, in that it exploits collocation operators more 
usually associated with spectral methods. 

Briefly summarized, the spectral element discretization proceeds by first breaking 
up the domain into a series of quadrangular elements, and representing the 
geometry, velocity, and pressure as tensor-product high-order Lagrangian inter- 
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polants through Chebyshev collocation points. The (non-linear) hyperbolic piece of 
the Navier-Stokes (or passive scalar) equation is then treated explicitly with 
collocation, while the (linear) elliptic contributions are handled implicitly with 
variational projection operators. Previous Bpplications of the method have been 
limited to fluid flow and heat transfer in channels with expansions [S] and grooves 
[6, 71; although such geometries are in some sense “complex,” they are nevertheless 
rectilinear and hence not completely general. 

In this paper, we present an isoparametric spectral element discretization for 
solution of flow problems in fully general, curvy geometries. In Section 1 we 
introduce the isoparametric formulation, and present the solution procedure for 
second-order elliptic (Helmholtz) equations. The efficiency of the static conden- 
sation matrix inversion technique is discussed, and the exponential convergence rate 
of the method is demonstrated by solution of a model problem. In Section 2, we 
present a semi-implicit fractional-step method for solution of the Navier-Stokes 
equations. The Stokes problem is reduced to a sequence of elliptic operators, which 
are then solved by the methods presented in Section 1. Lastly, in Section 3, we 
apply our Navier-Stokes solver to two-dimensional flow between rotating eccentric 
cylinders, as a demonstration of simulation in complex geometry. 

1. ISOPARAMETRIC FORMULATION FOR ELLIPTIC EQUATIONS 

1.1. Spatial Discretization 

In this section, we consider solution of the Helmholtz equation in two dimen- 
sions, 

V’u - A’u = f in D, (14 

subject to Dirichlet boundary conditions, 

Zl=Zdg on i3D. (lb) 

General Neumann or Robin boundary conditions are easily handled by appropriate 
modifications of the scheme described below, and for simplicity we therefore con- 
sider only the Dirichlet case. 

The spatial discretization proceeds by first covering the domain D with general 
(non-rectilinear) quadrangles, as shown in Fig. 1. Each quadrangle is then mapped 
from the physical (x, i) space into the local (r, s) co-ordinate system by an 
isoparametric tensor-product mapping, 

(X, .I>“,= jJ f (X Y)$hi(r) h,(S). (2) 

(Hereafter, unless otherwise noted, all subscripts are taken to run from 0 to N, and 
summation over repeated indices is assumed unless the pointwise collocation 
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FIG. 1. Isoparametric mapping of element k (sides Ck,4, q = l,..., 4) from the physical domain (x, y j 
to the local (r, S) co-ordinate system. The computational domain is denoted D, with boundary fD. 

product (e.g., a,*b,) is indicated.) Here the (X, Y): are the physical (.u, II) co- 
ordinates of the grid point mapped to (r = zi, s = z,) in element k, and the jr,(z) are 
Nth order local Lagrangian interpolants, 

where 6,, is the Kronecker-delta symbol. As per the isoparametric recipe, geometry 
and data are interpolated in the same fashion, that is, 

U”,(Y, s) = upzi(r) hj(S), (4a) 

J‘;(Y, s) =fpzi(r) /Q(s). (4b) 

(For convenience we have chosen the resolution in the two spatial directions to be 
the same, however, in practice, this need not be the case.) Note the above construc- 
tion ensures that both the mapping and the interpolant are Go, a requirement for 
the variational formulation to be presented below. 

To complete the spatial description, the local and physical collocation points, z, 
and (X, Y):, respectively, must be specified. For the z,~. we have chosen the 
Gauss-Lobatto Chebyshev points [S], 

z, zz -co2 
N’ 

from which it follows that the interpolants in (3) can be written as 

2 1 
P mn =NT, Tn(zm). 

Here the T,, are the Chebyshev polynomials, 

T,(cos 0) = cos ?ze, Ua) 
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c,, = 1, m#O,N 

= 2, m=O, N. 

To determine the physical mesh, (X, Y):, we first specify the (X, Y);. along 
elemental boundary curves Ck3” (m = l,..., 4) according to a Chebyshev distribution 
in arclength. On physical boundaries (i.e., where Ck,” n dD = Ckzm), we assume that 
the CkS” are given (effectively) exactly. For “internal” elemental boundaries (i.e., for 
which Ck,“’ n 8D is at most a point), various choices of Ck,” are possible; the effect 
of zoning on the solution accuracy will be discussed in the context of the model 
problem solved below. Once the (A’, Y); are known on all elemental boundaries, the 
remaining (elemental interior) points are determined by deforming the (Y, S) mesh 
into its (x, JJ) image using “uniform strain” [S]. 

The starting point for the finite element method is the equivalence of the differen- 
tial equation (la) with maximization of the functional, 

with restriction to admissible variations associated with the essential boundary con- 
ditions (lb). In element k the functional in local co-ordinates can be written as 

where 

(10) 

and 

J=x,Y,--x,ys. (11) 

(Here subscript r (s) refers to differentiation.) 
To get the discretized equations, we first define the discrete values of the 

geometric transformation factors, 

(x&q = ~pmDmy~ (YJ,, = Ym,Dmp... (124 

Jpq = (x&y0 (y&q - k-)pyo (v&w (12b) 

where 0 indicates the physical space (collocation) product, and D is the derivative 
matrix, 

D,, = 2 (z,). 
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We now insert the interpolants (4) and geometric transformations (12) into the 
functional (9), perform the resulting integrals (the choice of quadrature is discussed 
below), and require stationarity with respect to variations in the ~5. This gives the 
elemental equations 

c$m mn l.lk = i&f;,,, (14a) 

where 

C$,,n = Aimn - lw2i&, , (14b) 

and 

A&m = _ ‘%yij . ‘&r:qrs’~.nm (Isa) 

s&,,n = 1 J;, / * 1 i21pi, Bti,, (15b) 

Jim,, = sgn(J3 S~;,,,L%;~. (156) 

(We introduce the “modified” mass matrix, B$,, now for convenience, although it 
will not be used until the next section.) 

Were sgn(J3 is the algebraic sign of the Jacobian, which, since Ji must be one- 
signed in a given element, can be evaluated at any node. Also, 

o~~,,=(D,i~(-Y,),,6,+D,~(Y,)i,,6,,,)~ 

+ (D,i~(Xs),6,j$-D,jo(--~r)in6i,)~, (16) 

and 

where 

b,,, = j-;, T,(Z) Tm(z) Th) dz 

0, = I 1 i 1 1 

z l-(I-n-nz)2+1-(I+n+m)2 

1 1 
+ l-(l-n+n#+ l- (l+n+# I ’ 

l+m+nodd 
(18) 

l-bm-kneven. 



366 KORCZAK AND PATERA 

With respect to efficiency of the elemental matrix set-up, we note that in practice 
we are interested in time-dependent problems in fixed geometry, for which the 
matrix construction need only be done once. The above calculations, appropriately 
factorized, take O(N5), which appears reasonable for our applications. If required, 
the process could be made more efficient by use of orthogonality [9]. 

Once the elemental matrices have been formed, the system matrix is constructed 
by standard direct stiffness summation, denoted 

(C} = 1’ CCkl, 
k 

(19) 

where (. > and (I. ] refer to global and elemental quantities, respectively. As our 
elements are Co, nothing further is required at elemental interfaces. The complete 
problem statement then becomes, 

{C>(u> =C’ C~klLfkl: 
k 

(20) 

where Dirichlet boundary conditions are imposed by eliminating the known 
degrees-of-freedom (and corresponding rows and columns) from the system 
equations. 

1.2. Matrix Inversion by Static Condensation 

The technique described above, however accurate, is of little practical interest 
unless the resulting equations, (20) can be efficiently solved. In particular, the use 
of high-order elements introduces long-range coupling and associated large 
bandwidths in the system matrices. However, at least on parallel processors, a 
solution algorithm can be easily constructed for the spectral element equations that 
gives an operation count competitive with that for a low order finite element 
solution with commensurate degrees-of-freedom (and, presumably, lower accuracy). 
In particular, we apply standard static condensation [lo], grouping the nodes and 
corresponding degrees-of-freedom into those lying on elemental boundaries, and 
those interior to an element, [ B~k] and [‘z.?], respectively. 

In terms of this decomposition, the elemental equations can be written in block 
form as 

[a”] [ Gk] + [b”] ‘[‘u”] = [ Bgk] (214 

[b”][“u”] + [c”][‘u”] = [‘gk], @lb) 

where [g”] = [Bk][fk]. Solving for [‘uk] in (21b) and inserting this into equation 
(21a) gives 

[ak][“uk] = [“gfk] (22a) 

Cckl [‘u”] = [‘$I - CbklCEukl, (22b) 
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where 

(23a) 

The key to the method’s efficiency is that all coupling (by direct stiffness) between 
elements involves only the equations for the [I%?]. Thus, we can first solve for the 
[“uk] by inverting the condensed system, 

(24) 

(which is of greatly reduced rank compared to the original system (20)), and then 
perform all the elemental calculations (22b) for the [‘u”] (which constitute the 
majority of the degrees-of-freedom for a high-order method) in parallel. (Note tbat, 
in practice, only elemental boundary nodes need be ascribed global specifiers, as all 
other operations are local to a given element.) 

Our interest in the solution of elliptic equations is in the context of time-depen- 
dent Navier-Stokes simulations, as described in the following sections of this paper. 
In particular, a splitting algorithm will be given that reduces the Stokes problem to 
a series of (time-independent coefficient) elliptic problems. We therefore do the 
LDLT decomposition of (24) and form the [ck] -’ required by (22b) once at the 
beginning of the simulation, and thereafter do only the requisite forward- and back- 
solves and matrix multiplies at each time step. For a system of M by M elements, 
each with N by N degrees-of-freedom, the operation count/time step (assuming for 
simplicity MZ processors) for the [‘uk] is O(N4). For the solves in (24), the count is 
approximately O(M3N2) (assuming no parallelism) using the LDLT decomposition. 

Although the LDLT decomposition is the obvious choice for solution of (24) on a 
serial processor, we have found that, due to the comparatively few degrees-of- 
freedom in CBuk], and the relatively large bandwith of {d), formation of the full 
inverse {d} -’ is often more efficient on a vector processor (e.g., the @RAY-l). 
Furthermore, the full inverse is trivially broken up on a parallel processor, with a 
minimum of communication between processors. Indeed, on our hypothetical M’- 
headed machine, the operation count for solution of (24) using the full inverse 
would be O(M2N2), fully vectorized. 

It is interesting to note that, if parallel static condensation were applied to a iow- 
order finite element solver based on substructures [IO] similar (in extent and num- 
ber of grid points) to corresponding spectral elements, the operation count for 
finding the [“uk] would be roughly the same as for our high-order method. T&e 
reason for this is that [cik] must be formed in (23) via Cc”] -l, which will be full 
even for low-order (sparse) approximations. Note this comparison between high- 
and low-order techniques is valid only for this particular algorithm (static conden- 
sation), and does not imply that other possible approaches for exploiting 
parallelism in low order methods will not give these techniques a lower operation 
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count. However, parallel static condensation is nevertheless attractive, in that it 
represents an implicit algorithm with natural, easily implemented concurrency, and 
a minimum of interelemental communication. 

1.3. Convergence Rate of the Method 

We discuss the accuracy of the spectral element method as applied to second- 
order elliptic problems with smooth solutions, and consider the case where the 
solution converges as the order of (a fixed number of) elements is increased. 
Although we do not attempt to derive a rigorous error bound, it is clear that there 
will be three contributions to such an estimate [ 11. First, there is the error due to 
the fact that the (assumed exact) functional is minimized in a restricted subspace of 
X1 [l] rather than over the entire space. Second, there is the error due to the fact 
that inhomogeneous terms in the functional, for instance, ~“,f”, are not integrated 
exactly; rather, we interpolate fk +f%, and then perform an exact quadrature of 
~“,f”,. Note that for solution of time-dependent partial differential equations (that 
is, where marching is appropriate), the inhomogeneities are typically related to the 
solution at earlier times, in which case integration of the interpolant is the best 
quadrature available. Third, there is the error due to perturbation of the functional 
by inexact representation and integration of the geometric transformation factors 
(12). This source of error, unlike that due to inhomogeneities such as J could be 
made arbitrarily small by choice of a quadrature rule of sufficiently high order. The 
particular discretization given in (14)-( 15) is appropriate for the Stokes solver to be 
discussed below, however, other choices are certainly possible. 

The first error in no way depends on the choice of collocation points, as these 
only effect the representation of the subspace, i.e., the basis. This error can be 
estimated in terms of the best fit of the solution, U, by our polynomial space [ 11. In 
contrast, the second and third errors depend strongly on the choice of collocation 
points, and it would appear that these errors can be bounded by the error incurred 
in interpolation (by the particular basis chosen) of geometry and data. Our choice 
of Chebyshev in arclength for (X, Y);., and Chebyshev for the local collocation 
points z,, seems a reasonable solution to the interpolation problem, given the 
exponential convergence of Chebyshev representation of infinitely smooth functions 
[ 111. In fact, we would expect that, for problems with smooth solutions, the spec- 
tral element method will converge at least exponentially as the order of the elements 
is increased. 

It is important to note that, although we use Chebyshev interpolation, the techni- 
que is not a Chebyshev spectral technique [2], in the sense that we use the unity 
rather than (1 - z’) ~ “* weighting in (8). It is for this reason that most of the stan- 
dard theoretical estimates concerning finite element solution of elliptic equations 
should apply, with appropriate modification of interpolation and approximation 
results. (The unity weighting would in fact suggest a Legendre basis as more 
natural; little modification of the above formulation is required to effect this 
change.) 
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Empirical studies [5] in rectilinear geometry indicate that, for sufficiently smooth 
solutions, the method does in fact give exponentially convergent results. We 
“demonstrate” that this rapid convergence is maintained for the full isoparametric 
formulation in curvy geometries, by considering the Poisson equation 

V2u = sin e 
! 

FIG. 2. Spectral element meshes used for solution of Poisson’s equation in an annulus. Mesh I is 
essentially spectral in r, while Meshes II and III have two elements (M, = 2) in the radial direction. For 
Meshes II and III the interelemental (radial) boundary CB is given by a circular arc and straight line, 
respectively. All meshes have eight elements in the azimuthal direction. 
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in the annulus 1 d r d 2, 0 < l3 < 274 with boundary conditions u(r = 1, 0) = 1, 
u(r = 2, 0) = 0. The solution to this problem is 

u=l-g+sinBsin2x(r-1). Pb) 

Clearly the best way to solve this problem would be to use a Fourier method in 8, 
which would result in a one-dimensional problem in r. However, to test our 
method, we consider the series of meshes shown in Fig. 2. These meshes are charac- 
terized by the number of elements in the r direction, M, (here M, = 1 or 2), and, for 
M,= 2, the (analytical) description of the common internal boundary between 
elements, C,. In the azimuthal direction, all meshes have eight elements, and the 
internal boundaries are always taken to be straight lines. Mesh I has M, = 1, and is 
essentially spectral in r. Meshes II and III have M, = 2, with C, given by a circular 
arc and straight line, respectively. 

In Fig. 3 we plot the maximum pointwise error over all grid-points (the depen- 
dency of the true La-norm is similar) for the various solutions (I-III) as a function 
of number of degrees-of-freedom. All meshes are seen to give exponentially con- 
vergent solutions, and for this particular problem, roughly the same accuracy. Note 
for problems which demand high resolution in the interior of a domain, elemental 
approaches are typically more accurate than global methods [12], as nodes can be 
concentrated near regions of rapid variation. 

It is clear that the exponential convergence rate demonstrated here will not 
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FIG. 3. A plot of the L,-error in the solution to Poisson’s equation in an annulus, as a function of 
N:/? where NT is the total number of nodes in the mesh. Note the three meshes give roughly the same 
accuracy, and all demonstrate exponential convergence. 
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obtain when singularities induced by geometry (e.g., corners) or boundary data are 
present. In such cases, unless special refinement [4] or subtraction [ l] techniques 
are employed, the convergence rate will only be finite-order [3]. 

2. TIME-SPLITTING SCHEME FOR THE NAVIER-STOKES EQUATIONS 

2.1. Semi-Discrete Equations 

The incompressible Navier-Stokes equations, written in rotational form, are 

~=vx”-V17+vV2”+f in D (26a) 

v.v=o in D, 626b) 

where (26a) is the momentum equation, and (26b) corresponds to mass conser- 
vation. Here v(x, t) ( = z.G + vj) is the velocity, w is the vorticity, w = V x v, n is the 
dynamic pressure, 17=p + fv . v, and f is the prescribed force. We assume that the 
equations have been appropriately non-dimensionalized so that v is the inverse 
Reynolds number, and the density is unity. In addition to (26), we require no-slip 
boundary conditions 

v=v v1’ on aD, (27a) 

and initial conditions, 

v(x, t = 0) = VJX) in D. (27b\l 

For problems with unbounded domains, (27a) must be replaced with appropriate 
inflow/outflow or periodic conditions. As our interest here is not the inflow/outflow 
problem, we restrict ourselves to the case where v,. . fi = 0 on all (non-periodic) 
boundaries, where ri is the outward normal on 8D. 

Before considering the fully-discrete case, we consider the semi-discrete (in time) 
version of the splitting scheme [I31 to be used. The non-linear terms are treated 
explicitly using third-order Adams-Bashforth, 

*n+1 
V -vn 23 

At 
=rZ(vxw+f)“-~(vxw+f)“l 

+ &xw+f)“-2_ (28) 

the third-order scheme being chosen for its relatively large stability region near the 
imaginary axis [14]. Note no boundary conditions are imposed at this step. Once 

581,62,2-Z 
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V “n+1 is calculated, we are left with an unsteady Stokes problem, which is split in 
time. First there is the pressure step, 

*:n+1 
V 

-$?I+1 

At 
= -VII 

v.++1=0 

which can also be formulated as 

bln+l-~?l 
V 

At 
= -VII 

(yfl p+l.i 
-=- 
an At 

This is then followed by the viscous step, 

in D Pa 1 

in D G-1 

on aD, (294 

in D 

in D 

on aD. (3Oc) 

(314 

on BD. @lb) 

Although the above scheme uses the improper (inviscid) boundary condition on 
the pressure, it has been shown (at least for model problems) [15] that the method 
is O(At) accurate in the velocities everywhere, with larger errors occurring in the 
pressure and velocity gradients in a boundary layer of thickness O(v At)‘/* near 
walls. The scheme can also be thought of as a time-accurate artificial com- 
pressibility method with l/At as the penalty parameter. The accuracy can be 
improved to O(At2) everywhere by use of Green’s function techniques [S] or 
iterative procedures [15]. However, at least at high Reynolds number (where v At 
is typically small), the splitting scheme achieves comparable accuracy to these 
higher-order methods, with considerably less work and complexity. We make no 
further excuses for the method, and indicate how it can be implemented for com- 
plex geometries in the context of the spectral element spatial discretization. 

2.2. Fully-Discrete Equations 

We consider here the fully-discrete algorithm for two-dimensional flow; the 
method formally extends to the three-dimensional case, trivially so if a Fourier 
spectral method is used in the third direction [7]. The basic spatial discretization is 



AN ISOPARAMETRIC SPECTRAL ELEMENT METHOD 373 

similar to that for the Helmholtz equation discussed in Section 1. In particular, the 
velocity and pressure are interpolated on the same mesh (i.e., with the same basis), 

v%(r, s) = v;hj(r) hi(S) CQa) 

lz”,(r, s) = Ipi h,(s), (32b) 

contrary to standard finite element theory, which typically requires a lower-order 
interpolant for the pressure [16]. 

For the nonlinear step, standard collocation is used 121: 

where the vorticity is given by 

(3%) 

and i is the unit vector out of the plane of motion. No boundary conditions are 
imposed on this step, however the intermediate velocity, G, is averaged at element 
interfaces so that the final result is continuous across the flow domain. It is critical 
for the efficiency of the scheme that collocation be used for the non-linear terms, as 
the convolution sums required by the Galerkin formulation are prohibitively costly 
to evaluate when high-order expansions are used [a]. 

We then take the inviscid pressure step (corresponding to (30)), 

(34a 

followed by the viscous correction, 

where 
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The Dirichlet conditions in (35b) are imposed by eliminating the boundary degrees- 
of-freedom from the system matrix. The elliptic operators in (34) and (35) are 
inverted using the static condensation algorithm discussed in Section 1. 

2.3. Incompressibility Condition 

In this section, we discuss the form of the pressure Poisson equation in (34a). We 
analyze in what sense it imposes incompressibility, demonstrate that it 
automatically incorporates the necessary boundary conditions, (~OC), and show 
that the discrete equations, although singular, are always solvable. For this pur- 
pose, it is useful to view (34a) not only as a discrete analog of the continuous 
system, (30a), but also as a “consistent” Poisson equation derived from a discrete 
incompressibility constraint [17, 181. In particular, (34a) can be obtained from the 
following discrete versions of (29a) and (29b), 

and 

(37a) 

2’ - v-&. &-,,9>; + 1 = 0, (37b) 
k 

respectively, by operating on (37a) with the transpose gradient operator, o&,( .), 
performing direct stiffness, and utilizing the condition (37b). Note that (34) and 
(37) are, in fact, not equivalent, as (37a) is elemental, whereas (34b) is global. We 
discuss this distinction further below. 

The weak sense in which the above system imposes the divergence-free condition 
(and, in fact, the sense in which the right-hand side of (34a) corresponds to the 
divergence in (30a)) can be better seen by using the interpolation identity, 

f$ (2) 3 D,h,(z), (38) 

and integration by parts, to rewrite the elemental components of (37b) as 

- Pkqii Bpkymn 5:; + 1 = 9;. + g”$, (39a) 

where (dropping the time-level and element superscripts), 

q= -(YAj~~ijF?zn(~r),, + ~x,)~~~~m,(~,),, 

+ (Y,),i~~,mn(~slm, - (+J%pmm,,> WI 

g$= fy pp; ~$&, = -wVk) a,{(-u,)(,;,,o~~,B(n; 4) 
q=l 

+ ~Xzhm;,,~~~n~(~~ 4% (39c) 
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(with 92‘7 = 0 at all nodes not on sides C?). Here o, = 1, (- 1) for 4 = 1, 2(39 4) 
(m; 4) refers to the sets of nodes (m, 0), (N, m), (m, N), and (0, m) for 
Ck3qq = l,..., 4, respectively, and z = Y(S) along sides Ck*q with q = 1, 3(2,4). 

If we now assume Co-continuity of the solution 6 the flux terms 9; cancel at all 
internal elemental boundaries upon direct stiffness summation, and (37b) is 
therefore found to be equivalent to 

(4Ob) 

Thus, at all internal “points,” the divergence is zero in the weighted sense of (40a). 
At points on physical boundaries, there is an additional term corresponding to 
mass flow into the domain, (40b); however, this mass flow will be on the order of 
the discretization error. This can be seen by applying the identity (39) to 6, and 
recognizing that the boundary condition imposed on 17 in (34a) is therefore 
an/an = 0. ii/At (implying 0. ui = 0). The Neumann condition in the continuous 
case, (~OC), reappears automatically in the discrete equation, (34a), as a natural 
boundary condition. 

In arriving at the above conclusions, we assumed that $ would be continuous 
across elemental boundaries. However, this will not be the case from (37a), as only 
Co-continuity is required of the pressure in (32b), implying a discontinuous 
pressure gradient at elemental boundaries. As a result, the right-hand-sides in (40) 
are, in fact, not zero, but order the discretization error. In some sense, we only 
“naturally” impose the divergence-free condition, and thus, strictly speaking, the 
Poisson equation for the pressure, (34a), is not “consistent” with (37b). In practice, 
we of course solve (34), not (37), for reasons of computational efficiency. 

As in all incompressible flows, the pressure is only determined to within a con- 
stant. As a result, one must be certain that the Poisson equation for the pressure is, 
in fact, solvable. In particular, although the semi-discrete formulation is trivially 
compatible, 

this must also obtain for the discrete Poisson system (34a). It is simple to show that 
this is, indeed, the case, by noting that for the transpose gradient operator, 
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This relation implies that the right-hand side of (34a) is orthogonal to the (unity) 
left nullspace of the Poisson operator, and the system is therefore solvable. 

It is clear from the construction of the Laplace operator (15a) that appears in the 
Poisson equation for the pressure (34a), that there is only the one (“hydrostatic”) 
mode in the nullspace of this discrete system. This is in contrast to, but not in 
variance with, the fact that most finite element schemes (in particular, methods 
using equal order interpolants for pressure and velocity) exhibit additional spurious 
“chequerboard” modes [ 191 in the pressure. The reason these do not appear here is 
due to the weak requirement on the divergence (40), and, more specifically, the fact 
that this condition is only “naturally” imposed. Also, these spurious modes are 
strongly affected by the boundary conditions on velocity [19, 201, and our con- 
ditions on $ are quite weak (corresponding to natural imposition of (29~)). Note 
our discussion of the discrete incompressibility condition is only in the context of 
the Euler problem; our splitting scheme for the Stokes problem results in significant 
“error” in the boundary divergence at the end of the full step (35). 

The success of the pressure step is primarily due to use of the transpose gradient 
operator (in conservative form), and the fact that the Jacobian terms can be 
explicitly cancelled in weighted residual formulations of divergence inhomogeneities 
(hence the modified mass matrix, B&,,, in (34b)). The latter can also be exploited 
to construct schemes for non-linear and linear convective equations using mixed 
collocation/Galerkin methods, in which the efficiency of the former is combined 
with the conservation properties of the latter [ 12, 211. 

The formal procedure we have described here for the pressure requires solution of 
the Poisson equation (34a), followed by an additional matrix inversion in (34b) to 
determine the velocities. We have found empirically that the Galerkin formulation 
in (34b) can be replaced by collocation with minimal effect, 

(434 

thereby eliminating the matrix inversion. Another alternative is to re-formulate the 
Galerkin problem (34b) as 

In this case no matrix inversion is required, as it is the left-hand-side of (43b) 
required in the viscous step (35a). 

3. FLOW BETWEEN ECCENTRIC ROTATING CYLINDERS 

3.1. Stokes Flow 

In this section, we demonstrate empirically that our Stokes solver is, indeed, 
O(dt) accurate in time, exponentially-convergent in space, as might be expected 
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FIG. 4. Description of the geometry for flow between eccentric rotating cylinders. The inner cylinder 
is rotated with angular velocity Q, while the outer cylinder is kept stationary. 

from a formal analysis of the method. In particular, we consider the flow between 
eccentric rotating cylinders, in the geometry shown in Fig. 4. The inner and outer 
cylinder are of radius Ri and R,, respectively, with the distance between the cylin- 
der centers given by e. The outer cylinder is kept at rest, while the inner cylinder is 
rotated at angular velocity Q. For our purposes, we keep the geometry fixed, with 
R,/R, = 2, and the eccentricity E ( = e/( R, - Ri)) = 0.5. The Reynolds number of the 
flow is defined as R = Rii2(R, - R,)/ v, where v is the kinematic viscosity. Note this 
geometry could be conformally mapped to a concentric situation, and a 

FIG. 5. The spectral element mesh used for solution of the Stokes and Navier-Stokes equations in 
the eccentric-cylinder geometry shown in Fig. 4. Two elements are used in the radial direction, and eight 
in azimuth. 
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Fourier/Chebyshev method (in azimuth, radius, respectively) used to solve the 
resulting equations. However, as a demonstration of our general isoparametric 
techniques, we leave the geometry in “primitive” form. 

The eccentric-cylinder flow is a good test problem for numerical algorithms, in 
that complex flow phenomena (e.g., separation) occur at virtually all Reynolds 
numbers. Furthermore, for the case of steady Stokes flow (R = 0), the exact solution 
is known [22,23]. We therefore begin by studying this particular case, skipping the 

b 

FIG. 6. Contours of the numerical solution for steamfunction (a), vorticity (b), and pressure (c) for 
steady Stokes flow in the eccentric-cylinder geometry. Continuous (dashed) lines represent constant 
positive (negative) function values with equal increments A +(A-) between them. For the stream- 
function, $,,x = 0.307, $,in = -0.018, A + 1/1=0.0341, A_ 1// = 0.00235, for the vorticity w,, = 3.019, 

%n” =-0.2202, d+w=O.189, A-w=O.O734, and for the pressure ~,,,~~=4.761, pm,“=-4.784, 
A+ p = 0.251, Am p = 0.239. 
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LOG At 

FIG. 7. Demonstration of the first-order error in time-step incurred by the Stokes solver. Here E, is 
the maximum error in the azimuthal velocity across the widest gap (0 = 0). The mesh is sufhciently fine 
that spatial errors may be considered negligible. 

non-linear contributions (33 ), and iterating our time-dependent Stokes solver 
(34)-(36) to a steady-state solution. In Fig. 5 we show the mesh used, with the 
order of the elements in the radial and azimuthal directions denoted N, and N,, 
respectively. In Fig. 6 we show contours of the streamfunction, vorticity, and 
pressure, obtained with N, = NO = 6. As predicted by the analytical solution, we get 
(Stokes) separation occurring in the wide-gap region of the flow. 

To demonstrate the O(dt) convergence of the splitting scheme, we plot in Fig. 7 
the maximum error in the azimuthal velocity across the widest gap, 
8, = max, /~o,ex(~, 0 = 0) - ~~,~dr, 0 = ON, as a function of At at fixed spatial 
resolution, N,= NO = 6. As predicted, the scheme is first order in time for the 
velocities. Note that although Fig. 7 does not prove that temporal errors are O( 
for time-dependent flows, tests indicate that this is, in fact, the case. 

FIG. 8. Demonstration of the exponential convergence in space of the Stokes scheme. Here again E, 
is the maximum error in the azimuthal velocity across the widest gap (0 = 0). The time-step is taken suf- 
ficiently small (10m4) so that temporal errors may be considered negligible. 
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To demonstrate the exponential convergence of the solution in space, we plot in 
Fig. 8 E, as a function of NY2 (for fixed At = 10-4), keeping N, = N,. With only 13 
points (total) in the radial direction, the error is just slightly larger than 10P4. 
Experimentation with meshes other than that shown in Fig. 5 indicates that the 
exponential convergence and good resolution properties presented here are not par- 
ticularly sensitive to the details of the spectral element grid. 

FIG. 9. Contours of the numerical solution for streamfunction (a), vorticity (b), and pressure (c) for 
steady flow in the eccentric-cylinder geometry at a Reynolds number of R = 300. Note the asymmetry in 
streamfunction and vorticity (as compared to Figs. 6a and b, respectively), the centrifugal effect in the 
pressure, and the shifting “downstream” of the center of the separated vortex. The plotting conventions 
are the same as in Fig. 4 however, now for the streamfunction, $,, =0.290, $,,,= -0.0168, 
A + I/I = 0.0322, A- tj = 0.00239, for the vorticity urnax - - 3.443, CO,,,~,, = -0.4735, A+ w = 0.2025, 
A _ o = 0.1184, and for the pressure prnaX =0.06813, pmin= -0.1702, A+p=O.O0757, A_p=O.O2128. 
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3.2. Full Navier-Stokes Simulation 

The real application of the spectral element method is to direct integration of the 
full Navier-Stokes equations. Although an efficient and accurate Stokes solver is 
certainly a prerequisite for a successful Navier-Stokes simulation (hence our tests in 
Section 3.1), at large Reynolds number it is the treatment of the non-linear convec- 
tive terms that is critical. It has been shown for both model problems [2, 5, 12], 
and Navier-Stokes calculations [6, 71, that the proposed (high-order collocation) 
scheme for the convective terms (33) results in minimal numerical dispersion and 
diffusion, and hence accurate resolution of unsteady phenomena in moderate- 
Reynolds-number flow. 

As the difference in implementation for the explicit collocation terms in the rec- 
tilinear and general isoparametric formulations is relatively small, we do not re 
the test cases performed previously. Rather, we proceed directly to an example of 
solution of the full Navier-Stokes equations using the isoparametric spectral 
element method, namely simulation of the eccentric cylinder flow shown in Fig. 4 at 
a Reynolds number of R = 300. The mesh used is the same as that for Stokes flow 
(Fig. 5), with N, = N, = 6. The flow is found to reach a steady state, and the 
resulting streamlines, isobars, and vorticity contours are shown in Fig. 9. The flow 
is no longer symmetric about y = 0 (compare with the streamlines and vorticity in 
Figs. 6a and b, respectively), and the pressure (Fig. SC) is seen to have a significant 
centrifugal component. Note also that the center of the separated vortex is shifted 
in the flow direction, as would be expected as inertial effects become important. 
Although there is no known exact solution for the eccentric cylinder flow when the 
Reynolds number is no longer small, our results indicate all the expected physical 
trends. 

In summary, we have presented a high-order (“spectral”) finite element technique 
for solution of the incompressible Navier-Stokes equations in complex geometry. 
The generality of the method derives from the (macro-) element spatial dis- 
cretization; the efJi:ciency is due to the use of collocation and (parallel) static con- 
densation; the accuracy follows from the high-order interpolants used to represent 
the solution, data, and geometry. These attributes in no way depend on special 
properties of the geometry or G. Strang, and Dr. M. Magen for helpful dis- 
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